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ABSTRACT

This paper outlines the processing stream for aerosol retrievals over oceans from the visible and infrared
scanner [VIRS; a five-channel radiometer similar to the National Oceanic and Atmospheric Administration’s
Advanced Very High Resolution Radiometer (AVHRR)] aboard the Tropical Rainfall Measuring Mission
(TRMM) satellite, launched in November 1997. Emphasis is on 1) the applying the previously developed AVHRR
second-generation aerosol retrieval algorithm to VIRS data to derive an aerosol parameter, indicative of particle
size; 2) removing the unwanted ‘‘thermal leak’’ signal in the 1.61-mm channel; 3) giving examples of the first
aerosol retrievals from space at this wavelength; and 4) assessing the accuracy of the retrievals with theoretical
error analyses and empirical self- and interconsistency checks. Aerosol optical depths and are retrievedA At t1 2

from reflected solar radiances in VIRS channels 1 and 2 centered at wavelengths l1 5 0.63 and l2 5 1.61 mm,
using two independent lookup tables. When and exceed a certain threshold an effective ÅngströmA A At t t1 2 min

exponent a related to particle size is derived as a 5 2ln( / )/ln(l1/l2). Channel 2 is contaminated by aA At t1 2

thermal leak, originating from a secondary spectral response peak centered at ;5.2 mm. If uncorrected, it leads
to errors in of 100% or more. To minimize this error, nighttime VIRS ‘‘dark’’ radiances in channel 2 haveAt 2

been related empirically to radiances in channels 4 and 5 (10.8 and 12 mm, respectively), and view angle through
regression analyses. The reflected component in channel-2 daytime measurements is estimated by subtracting
the empirically derived thermal component from the total signal and is used in the retrieval of . TheoreticalAt 2

error analysis is used to identify the limitations of the VIRS retrieval algorithm, whereas actual retrievals are
preliminarily evaluated using a set of specially developed empirical checks. The checks show, on average, a
high degree of self- and interconsistency but also identify problems with the retrievals, the most noteworthy
being trends in retrieved optical depths with viewing and illumination angles. These problems will be tackled
in the next-generation aerosol retrieval algorithm.

1. Introduction

One of the objectives of the Tropical Rainfall Mea-
suring Mission (TRMM) satellite, launched in Novem-
ber 1997, is the evaluation of radiative fluxes from the
Clouds and the Earth’s Radiant Energy System (CERES)
instrument on board (Wielicki et al. 1996). The effect
of aerosols on fluxes (aerosol radiative forcing), which
is thought to offset partially the carbon dioxide green-
house effect, presently remains one of the major sources
of uncertainty in climate change studies (Charlson et al.
1992). The current paper seeks to document the physical
basis and preliminary evaluation of aerosol retrievals
over oceans made from the visible and infrared scanner
(VIRS) aboard TRMM, in support of this aerosol ra-
diative forcing objective. The major objective is to show
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how applying the operational Advanced Very High Res-
olution Radiometer (AVHRR) second-generation sin-
gle-channel algorithm (Stowe et al. 1997) to two VIRS
channels and deriving the Ångström exponent yield
more information about aerosols that is useful for cli-
mate change studies with CERES data. In particular, the
Ångström exponent provides an indication of whether
particles are big or small, which is critical to under-
standing their radiative effects on climate (Lacis and
Mishchenko 1995, and references therein).

VIRS is similar to the AVHRR aboard the National
Oceanic and Atmospheric Administration’s (NOAA)
polar-orbiting satellites. Both have five channels, of
which channels 1, 3, 4, and 5 are centered at ;0.63,
3.7, 10.8, and 12 mm. Channel 2 is centered at ;1.61
mm for VIRS and at ;0.83 mm for AVHRR (Kidwell
1995; Barnes et al. 2000). Channels 1 and 2, measuring
reflected solar radiation, are useful for aerosol retrievals.
In section 2, we describe the algorithm for derivation
of aerosol optical depths (AOD) in channels 1 and 2

and and the Ångström exponent a and discuss itsA At t1 2



2260 VOLUME 39J O U R N A L O F A P P L I E D M E T E O R O L O G Y

premises, physical principles, and potential enhance-
ments. We also compare our algorithm with alternate
approaches proposed by other investigators for AVHRR.
Greater spectral separation between channels on VIRS,
as compared with AVHRR, should provide potentially
more robust aerosol retrievals, assuming comparable
measurement errors. We estimate theoretically the re-
trieval errors in section 3. Unfortunately, VIRS channel
2 is (unintentionally) strongly contaminated by a signal
from another spectral interval, a thermal leak originating
from a secondary spectral response peak at ;5.2 mm.
According to Dr. W. Barnes (1999, personal commu-
nication), a similar problem exists with moderate-res-
olution imaging spectroradiometer 1.6-mm data, thus
making the methodology of the leak analysis presented
here of potential interest and applicability for processing
data from this sensor, as well. Details of the thermal
leak correction can be found in section 4. In section 5,
the derived parameters are evaluated empirically using
a set of specially developed checks that reveal a high
degree of self- and interconsistency of the retrievals. In
sections 4–5, two types of VIRS data are used: pixel
level, with original spacing of ;(2 km)2 at nadir and
with a cloud mask appended; and single satellite foot-
print (SSF), representing spatial averages of VIRS pixel
retrievals within a CERES footprint of ;(25 km)2. The
third generation of SSF data (SSF-3) is used, in which
dark count correction, derived in section 4, has already
been incorporated into the processing stream. Note that
this paper intends to demonstrate the principles and to
outline generally the approach rather than to give a final
account of the VIRS aerosol product and its accuracy.
Work is under way to finalize the assessment of VIRS
retrievals with the second-generation algorithm and to
develop the next-generation aerosol product, which will
provide substantial improvements over the current one.
Major radiometric definitions used in the paper are sum-
marized in the appendix.

2. Aerosol retrievals from reflectances in VIRS
channels 1 and 2

a. Background

Radiation in a given spectral channel at a certain sun-
view geometry, emerging from a cloud-free atmosphere
bounded by a near-black ocean, is mainly moderated by
the aerosol scattering AOD vt A [where t A is the ex-
tinction, or total, AOD, and v is the single-scattering
albedo (SSA)], and its phase function [pA(x)]. These
radiative properties, in turn, are complicated functionals
of aerosol microphysics (i.e., particles’ size distribution
and shape, and complex index of refraction) and its
vertical profile, particularly when observing in a region
of the spectrum in which nonuniformly mixed gases
absorb. This multifactor continuum of microphysical (or
radiative) properties makes the problem of aerosol re-
trievals from a finite set of channels ill posed.

The number of independent measurements (channels)
determines the maximum number of potentially deriv-
able aerosol parameters. From the two VIRS measure-
ments, no more than two independent aerosol parame-
ters can be inferred; all other factors (both aerosol and
nonaerosol, such as residual cloud, calibration errors,
variations in the surface reflection) contribute to the
retrieval errors. One needs to decide on the set of pa-
rameters and on the procedure to derive them. The pa-
rameters under retrieval, preferably, should be chosen
to match those traditionally used in the community and
measured from the ground to allow continuity and direct
validation. In classic sun-photometry, spectral aerosol
optical depth t A(l) is measured (l is wavelength),
which is subsequently fit linearly in a log–log space as

logt A(l) 5 logt A(lo) 2 a log(l/lo) (1)

and is succinctly described by the two fit parameters—
AOD at a reference wavelength t A(lo) and the Ång-
ström exponent a (e.g., Smirnov et al. 1995). Derivation
of this pair of parameters from AVHRR was proposed
by Ignatov et al. (1998) and recently also was explored
by Higurashi and Nakajima (1999) and Mishchenko et
al. (1999).

To derive t A and a from satellite radiances with min-
imum error, one needs to construct a retrieval model
and assume that all of its parameters other than t A and
a are constant. The approach should be physically jus-
tified, consistent with the simplicity of the measurement
scheme, and robust with respect to measurement errors
and possible violations of the retrieval model. Clear
structure, simplicity, and physical transparency of the
algorithm allow for its efficient diagnosis and adjust-
ments. To this end, the current VIRS retrieval algorithm
is identical to the one that is used operationally with
NOAA AVHRR data (Stowe et al. 1997). In channel 1,
it derives using AVHRR’s single-channel lookup ta-At 1

ble, LUT1. In channel 2, is retrieved using the sameAt 2

single-channel philosophy but with a different (yet aero-
sol-microphysically consistent) LUT2. Then, andAt 1

are combined to estimate an effective Ångström pa-At 2

rameter a. All retrievals are made in cloud-free con-
ditions (P. Minnis et al. 1999, personal communication)
on the antisolar side of the orbit (w . 908; w is the
relative azimuth), and outside of the sun-glint area (g
. 408; g is the glint angle defined so that g 5 0 when
the satellite sensor is directed precisely toward the sun-
glint area for a smooth ocean). The procedure itself,
including its physical basis and premises, is documented
and discussed in more detail below.

b. Retrieval algorithm

AOD in channel 1 is derived from VIRS channelAt 1

1 using a four-dimensional LUT1 (14us 3 14uy 3 19w
3 7AOD, where us and uy are sun and view zeniths,
and w is relative azimuth) of overhead-sun albedos (see
the appendix), precalculated using the Dave (1973) ra-
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diative transfer (RT) model.1 This VIRS LUT1 is similar
to the one used in the AVHRR single-channel second-
generation algorithm (Stowe et al. 1997), which is war-
ranted by the radiometric near-identity of their channels
centered at 0.63 mm. With one measurement, only At 1

is allowed to vary and all other oceanic and atmospheric
parameters are prescribed. The algorithm’s validity has
been tested with AVHRR data from NOAA-9 and -11
against three ship sun-photometer datasets. Two of them
(collected in 1989 and 1991) have been used to train
the algorithm as mentioned above, and one (1988) is
independent. All three consistently have shown an offset
close to zero, a slope within 610% of unity, and
rmse( ) ø 0.04. The algorithm and results of its val-At 1

idation with AVHRR historical data are described in
greater detail in Ignatov et al. (1995a,b) and Stowe et
al. (1997).

AOD in channel 2 is derived using LUT2, whichAt 2

is similar to LUT1, with a few distinctions: diffuse oce-
anic reflectance is 0 instead of 2 3 1023 used insr2

LUT1 (ocean surface is assumed to be black); aerosol
phase function is adjusted to channel-2 spectral interval
(1.61 mm), with Mie calculations for the same micro-
physical aerosol model as in LUT1; Rayleigh optical
depth is 0.0014 whereas is 0.060. Water vaporR Rt t2 1

and carbon dioxide absorption correspond to the same
midlatitude summer profiles, again adjusted to the spec-
tral interval of channel 2.

An Ångström exponent a is then derived as

a 5 2ln( / ) ln(l1/l2),A At t1 2 (2)

when both and are greater than . A physicallyA A At t t1 2 min

justified threshold , which must be used to cut offAtmin

the inaccurate a retrievals at low aerosols (Ignatov et
al. 1998), can be estimated from a combination of the-
oretical error analyses (cf. section 3), empirical consis-
tency checks (cf. section 5), and future sun-photometer
validation. In this study, it was preliminarily set to 3 3
1022 to avoid indeterminancy and still allow analysis of
the effect of on a retrievals at small t A. This cutoffAtmin

number should not be confused with a physically based
threshold that is yet to be determined. Note that a is
not a third, independent parameter, because it is derived
from the two AODs. Rather, it can be considered as a
different way of representing the retrieved aerosol in-
formation.

1 Developed in the early 1970s, the Dave model has long been
considered in the community as a standard for the multiple-scattering
RT calculations in a multilayer atmosphere (e.g., Royer et al. 1988).
However, it lacks some important features for real-world remote sens-
ing applications, such as the Fresnel’s reflection from a (rough) ocean
surface, convolution of the upward spectral radiance with a finite
spectral response of a channel, accurate atmospheric absorption, and
flexibility of aerosol modeling. Evaluation of the Second Simulation
of the Satellite Signal in the Solar Spectrum (6S; Vermote et al. 1997)
is under way, to replace the Dave model. Some 6S calculations are
used in this paper, for illustration purposes only.

c. Physics behind the retrievals

1) SIMPLIFIED RADIATIVE TRANSFER EQUATION

A linearized single-scattering RT equation is used to
illustrate physical principles of the algorithm and to
guide its error analysis in section 3 (whereas actual re-
trievals are made using multiple-scattering Dave code–
generated LUTs). According to Viollier et al. (1980)
and Gordon and Morel (1983), the reflectance factor r
(defined in the appendix) at the top of the ocean–at-
mosphere system is represented as

ri 5 1 1 Ti.R A Sr r ri i i (3)

Here, i is the channel, and are Rayleigh and aerosolR Ar ri i

components, (;0) is the ocean Lambertian compo-Sri

nent, and Ti is atmospheric transmittance2 (which is typ-
ically of little importance for radiative transfer, because
it is multiplied by a small oceanic reflectance term). The
Rayleigh and aerosol components have a similar form:

R R Rr 5 P (x)t /(4m m ),i i s y

A A Ar 5 [v P (x)]t /(4m m ), (4)i i i i s y

where ms 5 cosus; my 5 cosuy ; PR(x) and are Ray-Rt i

leigh and (x) and are aerosol phase function andA AP ti i

optical depths, respectively; v i is aerosol albedo of sin-
gle scattering; and x is scattering angle.

2) PHYSICS OF tA RETRIEVAL FROM A SINGLE

CHANNEL

The Rayleigh and oceanic reflectances in Eq. (3) are
well-constrained functions only of geometry, whereas
the aerosol term is dependent on many more dramati-
cally varying parameters. In single-channel retrievals of
t A, the factor [vPA(x)], which is a functional of aerosol
type, is prescribed and is kept nonvariable. For this pro-
cedure to work, the space–time variations of [vPA(x)]
should be small when compared with the variations in
t A. Over the oceans, t A varies within about two orders
of magnitude, from ;1022 to ;1 in the visible (e.g.,
Smirnov et al. 1995). To assess variations of [vPA(x)]
in backscatter (x . 1208), where aerosol retrievals are
made, we use six standard aerosol models from the ra-
diative transfer code 6S: Continental (CON), Maritime
(MAR), Urban (URB), Desert (DES), Biomass Burning
(BIO), and Stratospheric (STR; Vermote et al. 1997).
These models are simpler than more sophisticated rel-
ative humidity–dependent models of Shettle and Fenn
(1979) and d’Almeida et al. (1991). Yet, their full set
presumably brackets the whole range of natural vari-
ability of aerosol types on the earth; in particular, over

2 Ti ø exp[2(1/ms 1 1/my )(0.5 1 0.13 )] (Viollier et al. 1980).R At ti i

Numerical estimates for ms 5 0.5–1.0, my 5 0.5–1.0 give T1; 0.53–
0.94 ; 0.75 6 0.20 in channel 1 ( 5 0.06, ; 0–1.0) and T2 ;R At t1 1

0.60–1.00 ; 0.80 6 0.20 in channel 2 ( 5 0.0013, ; 0–1.0).R At t2 2
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FIG. 1. The 6S model results for the six standard aerosol models (CON, MAR, URB, DES, BIO, and STR), and one microphysical model
used in operational retrievals (monomodal lognormal size distribution n(R) 5 dN/dR 5 [sR(2p)1/2]21 exp[2ln(R/Rm)2/2s 2], with Rm 5 0.1
mm, s 5 ln(2.03), and n 5 1.40 2 0.0i (OPER) in VIRS channels 1 and 2 (0.63 and 1.61 mm, respectively). The x axis is always scattering
angle x. The y axis shows, on linear scale: (a) lnP: natural logarithm of the model phase functions in channel 1, ln[ (x)]; (b) lnwP: naturalAP1

logarithm of single-scattering albedo–adjusted phase functions in channel 1, ln[v1 (x)]; (c) same as (a) but in channel 2: lnP 5 ln[ (x)];A AP P1 2

(d) same as (b) but in channel 2: lnwP 5 ln[v2 (x)]; (e) natural logarithms of ratios of phase functions: lnRP 5 ln[ (x)/ (x)]; (f ) naturalA A AP P P2 t 2

logarithms of ratios of the SSA-corrected phase functions: lnRvP 5 ln{[v1 (x)]/[v2 (x)]}. Note: The use of natural logarithm in (a)–(d)A AP P1 2

allows easy estimate of percent difference in phase functions. For instance, a 0.1 in ln(X) [where X 5 (PA) or X 5 (vPA)] corresponds to
an ;10% difference in X and, subsequently, to a 10% error in t A. In (e)–(f ), the use of natural logarithm allows easy estimate of equivalent
error in a: da ; Ld lnRvP ø d lnRvP, because L 5 1.1 ø 1 (see also section 3b).

the oceans, where different aerosols may be encoun-
tered. (In fact, any significant elevation of AOD above
its marine background level of t A ø 0.1 may be indic-
ative of particle intrusion from either a continent—

CON, DES, URB, BIO—or from a volcanic eruption—
STR).

Figures 1a–d show ln[PA(x)] and ln[vPA(x)] versus
scattering angle in the two VIRS channels, and Fig. 2c
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FIG. 2. Decimal logarithms of (a) extinction and (b) scattering
coefficients (both normalized at 0.5 mm), and (c) SSA versus decimal
logarithm of wavelength. See caption to Fig. 1 for model details.

gives spectral SSAs for these models. Typically, vs in
the two VIRS channels are within a few percent of unity
(except for CON and URB, for which v deviates from
unity significantly), and close to one another. Figure 1
suggests that the intermodel variability in [vPA(x)] is
within ø610%–50%, depending upon scattering angle
(hereinafter, we use 630% to represent average scat-
tering geometry). This variability is not negligible, but

yet, it is much less than the variability in t A itself (cf.
Quenzel and Kaestner 1980; Kaufman 1993), thus pro-
viding the premise for using a prescribed aerosol model
for the single-channel retrieval algorithm of t A. This
estimate of error recently has been independently con-
firmed by rigorous AVHRR retrievals with a represen-
tative set of aerosol microphysical models (Mishchenko
et al. 1999), for which the sensitivity of t A to aerosol
model was found to be well within ;630% (cf. their
Figs. 18b–d). Note that larger errors of t A observed in
their Fig. 18a (up to 300%, as the authors claim) are
due to the unrealistically big particles assumed in this
particular global retrieval, which are only likely to occur
downwind of deserts (d’Almeida et al. 1991).

For unbiased retrievals, the phase function used in
NOAA operations (see Stowe et al. 1997 and the caption
to Fig. 1) [PA(x)]oper should fall somewhere in between
the model calculations. As shown in Fig. 1, for channel
2, [ (x)]oper (solid line; v [ 1) falls well in betweenAP2

the [v2 (x)] for the standard 6S models. In channelAP2

1, however, Fig. 1b shows that [ (x)]oper is closer toAP1

the lower boundary of the family of model curves.

3) ÅNGSTRÖM EXPONENT RETRIEVAL

The Ångström parameter a varies between 0 and 2
in natural conditions (e.g., Smirnov et al. 1995). For the
aerosol model used in the VIRS retrievals, ao 5
2ln( / )/ln(l1/l2) ; 1.25, where is the ex-ext ext extb b b1 2 i

tinction coefficient in channel i. It may seem that using
this model to retrieve and invariably results in aA At t1 2

[ ao, no matter what the real Ångström exponent is.
In fact, the retrieved a tends to be closer to the real a
than to ao, as explained in the next paragraph.

Analysis of the previous section shows that the re-
trieved and are subject to multiplicative errorsA At t1 2

when actual [v1 (x)] and [v2 (x)] deviate by up toA AP P1 2

;630% from those assumed in retrievals [Eq. (4)].
However, multiplicative errors in and will cancelA At t1 2

out while taking the ratio in Eq. (2) if they are about
the same in the two channels. Some studies show that
PA, although it changes depending upon the micro-
physics and chemistry of the particles, is still close to
being spectrally neutral in the visible and near-infrared
(e.g., Viollier et al. 1980; Gordon and Morel 1983). As
a result, even though the real [v1 (x)] and [v2 (x)]A AP P1 2

depart from those assumed in the retrieval model and
show large variability with scattering angle, their ratio
is close to unity and is substantially less variable with
scattering angle (cf. Figs. 1b,d,f and the discussion in
section 3). As a result, the estimated Ångström exponent
is less subject to error from an incorrect aerosol model
than are the t As from which it is derived. This result,
which has been arrived at here using simple physical
considerations, has been confirmed recently by rigorous
numerical retrievals from AVHRR by Mishchenko et al.
(1999), who suggest that the Ångström exponent ‘‘is
the aerosol size characteristic least sensitive to the un-
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certainties in the atmosphere–ocean model and should
be retrieved along with optical thickness as the second
aerosol parameter.’’

d. Premises and potential enhancements to the
retrieval algorithm

1) PREMISES OF THE CURRENT APPROACH

The current two-independent-channel algorithm is
simpler than the more traditional simultaneous solution
procedure, which uses multidimensional LUTs created
from variable aerosol models to estimate the two aerosol
parameters at once from the two radiances. The former
may be less accurate for a and even less accurate for
t A retrievals, but it is more robust and better structured.
Its lends itself to highlighting and checking different
logical steps used in the retrieval that are separated from
each other. Independent AOD retrievals allow easier
identification and removal of errors in either channel,
which is particularly important if some of them are
known to have problems, such as the thermal leak in
channel 2. The two independent retrievals in channels
1 and 2 are quality controlled and consistency checked,
individually, before combining them further to estimate
a, which, in turn, is tested and checked.

Thus, the independent-channel approach has been
adopted, initially, for VIRS, because of our operational
experience with it from NOAA AVHRR analyses, and
because it could easily be implemented into the VIRS
processing stream. This simple procedure works rea-
sonably well, as shown later, but also may be easily
improved upon. For example, after and have beenA At t1 2

retrieved and a derived therefrom, the retrieval aerosol
model (phase function) may be adjusted to match better
the derived a, and the retrieval procedure may be it-
erated until it converges. In addition, the first iteration
potentially may be improved if parameterization of the
factor [vPA(x)] as a function of t A proves possible,
which may reduce the number of iterations (Kaufman
1993). These considerations serve as a basis of the next-
generation retrieval algorithm presently under devel-
opment.

2) STRUCTURED VERSUS UNSTRUCTURED

APPROACHES

Examples of alternate approaches for the AVHRR that
potentially can be generalized to be used with VIRS are
given by Durkee et al. (1991, 2000), Nakajima and Hig-
urashi (1997), Higurashi and Nakajima (1999), Geog-
dzhayev and Mishchenko (1999), and Mishchenko et al.
(1999). Only Durkee et al. (1991, 2000) offer a struc-
tured approach by which the ratio of Rayleigh-adjusted
reflectances in channels 1 and 2 is first related theoret-
ically to different phase functions, then is used to predict
phase functions in both channels, which, in turn, are
used to retrieve t As. In the four other algorithms, the

two-channel reflectances are fed as simultaneous input
into a multidimensional LUT with variable aerosol mod-
els, and t A and n (Junge size parameter; Nakajima and
Higurshi 1997; Geogdzhayev and Mishchenko 1999) or
t A and a (Higurashi and Nakajima 1999; Mishchenko
et al. 1999) are estimated at once. On the positive side,
they do not require iterating or multiple paths through
the data; on the negative side, the analyses of the in-
dividual contributions from the channels are problem-
atic, and departures from the assumed type of aerosol
size distribution in the LUTs may be a large source of
error. For operational applications, these more complex
yet computationally efficient procedures should be im-
plemented after all possible diagnostic issues are un-
derstood and resolved with independent channel ap-
proaches.

3) ÅNGSTRÖM VERSUS NON-ÅNGSTRÖM

FORMULATIONS

Equation (2) is the definition of an ‘‘effective’’ Ång-
ström exponent for the pair of wavelengths l1–l2. Fig-
ure 2 suggests that, in general, the Ångström law may
be violated over a wide spectral range, and a quadratic
(rather than linear) log–log fit seems more appropriate
(King et al. 1980). Still, the effective Ångström expo-
nent defined by Eq. (2) is a useful parameter indicative
of particle size. However, caution must be used when
applying it to reconstruct extinction within the spectral
interval l1–l2 or extrapolating it into other spectral in-
tervals.

Derivation of other aerosol size parameters, such as
the Junge exponent n (e.g., Nakajima and Higurashi
1997; Geogdzhayev and Mishchenko 1999), an effective
particle radius (Mishchenko et al. 1999), or a ‘‘mixing
ratio’’ h of the two modes in a bimodal lognormal dis-
tribution (Tanre et al. 1997) can be attempted, based on
the assumed type of aerosol size distribution. In many
of the ‘‘non-Ångström’’ formulations, however, a can
still be estimated by substituting the retrieved t As (es-
timated from a set of retrieved aerosol parameters, what-
ever they may be, but consistent with the retrieval mod-
el) into Eq. (2). Vice versa, the parameters used in dif-
ferent formulations can be estimated from a known Ång-
ström exponent, provided some assumptions consistent
with the aerosol microphysical model are made. We
suggest that all retrieval methods should provide an
Ångström exponent parameter to be used as a standard
for intercomparison of the various formulations.

Use of the Ångström exponent seems advantageous
to us for a number of reasons. First, in comparison with
other models, its derivation requires the least amount
of restrictive a priori assumptions, which is good, con-
sidering the fact that ‘‘it is not easy to distinguish be-
tween different aerosol size distributions from remote
sensing observations’’ (Kaufman et al. 1997). Also, this
parameter has been widely used in the community for
many years. As a result, the researchers are accustomed
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to it, and significant experience and intuitive knowledge
has been gained on its expected ranges of variability,
accuracy, and relation to different air masses. It is rou-
tinely derived from customary sun-photometers, allow-
ing direct validation of the satellite retrievals.

3. Theoretical error analysis of VIRS retrievals

Error analysis in this section, based on the analytical
RT Eqs. (3)–(4) as proposed by Ignatov et al. (1998),
seeks to demonstrate major error sources and trends in
t As and as from VIRS. Use of a more comprehensive
and accurate analytical formulation of the RT equation
is possible (e.g., Wagener et al. 1997) but would com-
plicate the sensitivity formulas and therefore is not at-
tempted here.

We stress that all numerical estimates in sections 3a,b
are worst-case-scenario errors for individual measure-
ments, in which the magnitudes of all errors are added
without consideration of sign. Typical statistics of errors
(e.g., root-mean-square errors) would be much lower,
especially if some averaging in space and time is applied
to the data. These more realistic errors are discussed in
section 3c.

a. Errors in tA

From Eqs. (3) and (4), t A is derived as

4m ms yA R St 5 (r 2 r 2 r T ). (5)
A[vP (x)]

Differentiating Eq. (5), one obtains an expression for
the error d in t A:

Ad[vP (x)] 4m ms yA Adt 5 t 1 (C 2 DC)dS
A A[vP (x)] [vP (x)]

R4m P (x)y R1 dDA 1 dt
A A[vP (x)] [vP (x)]

4m m Ts y o S1 d(r ). (6)
A[vP (x)]

Here, the differential dr of the measured signal is re-
placed by dr 5 [(C 2 DC)dS 2 SdDC] [ [(C 2 DC)dS
2 dDA/ms], where DA is the dark albedo defined in the
appendix as DA 5 msSDC.3 Equation (6) shows that
errors in t A are due to errors from five sources (terms
on the right-hand side): aerosol model, measured radi-
ance (slope and dark count), Rayleigh optical depth, and
surface diffuse reflectance, respectively. For simplicity,

3 Note calibration formula: r 5 S(C 2 DC), where S is calibration
slope, C is Earth-viewing signal count (assumed not to be subject to
error), and DC is dark count, which is signal viewing a black target
and is usually a constant. However, for VIRS channel 2, it is a function
of the Earth-viewing temperature, because of an infrared leak in its
filter as discussed in section 4.

the following error analyses of the above five factors
are done separately, assuming the other four are fixed
when analyzing the errors resulting from the one se-
lected for analysis (partial derivative approach).

1) MULTIPLICATIVE AND ADDITIVE ERRORS IN tA

There are two types of error in t A: those proportional
to t A (referred to as multiplicative errors) and those
independent of t A (referred to as additive errors). The
first term on the right-hand side of Eq. (6) is the error
from the deviation of the actual aerosol model from that
assumed in the retrieval. This component of error is
largely coherent in both channels, dt A ; t A(dvPA/vPA),
where dvPA/vPA may reach up to 630% for an average
scattering geometry, as Figs. 1b,d suggest. This error
in optical depth becomes dominant at high t A (when rA

k rR 1 rST, i.e., r ; rA), but progressively decreases
at low t As. The second component in Eq. (6) is either
multiplicative or additive, in the two extreme situations
of low and high aerosol amounts, respectively. At high
aerosols, it is approximated as dt A ; t A(dS/S). The
latter estimate comes from noting in Eq. (5) that dt A/t A

5 dr/r, and substituting the calibration formula for r
in Footnote 3, making the total multiplicative error dt A

; t A(dvPA/vPA 1 dS/S) ; 60.35t A. (Typically, dS/S
; 0.05 K dvPA/vPA.)

The error resulting from slope uncertainty at low aero-
sols, and the three remaining components of error in
Eq. (6) (from uncertainties in dark count, Rayleigh, and
ocean reflectance) are additive. As a result, their relative
contribution decreases at high aerosols but becomes pro-
gressively more important at low aerosols and fully de-
termines the error budget at the low end of the retrieved
t A (when t A → 0, i.e., r ; rR 1 rSTo k rA). Below,
numerical estimates of the additive error pertinent to
VIRS channels 1 and 2 are discussed, assuming my , ms

; 0.5–1.0, and (vPA) ; 0.2 (cf. Figs. 1a–d).

2) ERRORS IN CHANNEL 1

The largest error in may come from the combinedAt 1

effect of calibration and Rayleigh optical depth, which
are almost indistinguishable at low t As. Indeed, when
t A → 0, the measured signal is mainly due to Rayleigh
scattering (rR k rA 1 rST, i.e. r ; rR), so that error
in t A is ; (PR/vPA)( / 1 dS1/S1). A 10%A R R Rdt t dt t1 1 1 1

combined calibration/Rayleigh error ( / 1 dS1/S1
R Rdt t1 1

; 0.1) would lead to an error of ; 6(3–5) 3 1022Adt 1

(hereinafter, the en-dash brackets the range of possible
variations in a parameter, in particular, because of var-
iable sun-view geometry, etc.). The oceanic Lambertian
reflectance term is composed of an underwater signal
and foam reflectance. Over open oceans, the total re-
flectance in channel 1 is ; 2 3 1023 (e.g., IgnatovSr1

et al. 1995a). Assuming that its variability is on the
order of magnitude of itself [ ; (2 6 2) 3 1023],S Sr dr1 1

Eq. (6) gives ; 6(1–3) 3 1022 [cf. with Frouin etAdt 1
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al. (1996) who give an estimate of ; 62 3 1022,Adt 1

from only the foam part of the Lambertian reflectance].
Over turbid waters (e.g., in coastal areas), the surface
underwater reflectance may reach ; 5 3 1023 orSr1

more, leading to an additive error of up to 1(3–10)Adt 1

3 1022 (note that this type of error always results in an
overestimate in t A, because elevation of the satellite
signal caused by the brighter surface is interpreted by
the algorithm as an increase in aerosol content).

In summary, the combined multiplicative and additive
‘‘worst-case’’ error for channel 1 is Max( ) ;Adt 1

60.35 6 (0.04–0.08) over open oceans, and mayAt 1

reach Max( ) ; 60.35t A 6 (0.04–0.08) 1 (0.03–Adt 1

0.10) over coastal waters.

3) ERRORS IN CHANNEL 2

The Rayleigh/calibration-related additive error would
be ;40 times less in this channel, in proportion to the
value of ; (1/40)( ), that is, on the order ofR R At t dt2 1 2

; 1 3 1023. A critical additive error in this channel
results from a residual thermal leak signal: ;Adt 2

4my dDA2/[v2 (x)]. Substituting Max(dDA2) ; 1.5 3AP2

1023 in the above formula (see section 4), one obtains
a maximum error of Max( ) ; (1.5–3.0) 3 1022. TheAdt 2

oceanic reflectance term is negligible over open oceans
(away from the specular reflection), so that it supposedly
does not contribute to error in . According to FrouinAt 2

et al. (1996), foam gives ; 61 3 1022. Over turbidAdt 2

waters, we assume the same underwater signal as in
channel 1: ; 5 3 1023, which leads to an additiveSr2

error up to 1(3–10) 3 1022.Adt 2

In summary, the worst-case error is Max( ) ;Adt 2

60.35 6 (0.03–0.04) over open oceans, and mayAt 2

reach Max( ) ; 60.35 6 (0.03–0.04) 1 (0.03–A Adt t2 2

0.10) over coastal waters.

b. Errors in a

The Ångström parameter varies in natural conditions
between ;0 and 2 (e.g., Smirnov et al. 1995), which
gives a reference against which the potential errors in
the derived a are to be measured. According to Eq. (2),
the error in a is amplified by a spectral separation factor,
L 5 21/ln(l1/l2). For VIRS, L ; 1.1, versus L ; 3.6
for AVHRR, suggesting that retrievals of a from VIRS
should be more robust than from AVHRR, assuming
comparable errors in the retrieved t A values (but perhaps
may need a different interpretation, because of sensi-
tivity to larger particles).

1) ERRORS IN a FROM MULTIPLICATIVE ERRORS

IN tA

Definition of a through a ratio of t As leads to different
effects of multiplicative and additive errors in t A on a.
For the aerosol model–related component (i.e., ignoring
errors in aerosol path reflectance) of error, Eq. (2) gives

da 5 Ld ln( / ) ; Ld ln{[v1 (x)]/[v2 (x)]}. Fig-A A A At t P P1 2 1 2

ure 1f, which shows ln{[v1 (x)]/[v2 (x)]} for theA AP P1 2

six standard 6S models, suggests that the resulting error
in a depends upon the type of aerosol and scattering
geometry, and may reach, in the worst case, Max(da)
; 60.5. At large AOD, another multiplicative error,
resulting from calibration errors, is much smaller (e.g.,
even 5% calibration errors of opposite sign in the two
channels only raise this estimate by ;60.1).

2) ERRORS IN a FROM ADDITIVE ERRORS IN tA

Because additive errors in t A do not depend upon t A

itself, their effect on a increases at low AOD, thus re-
sulting in an error in a that is inversely proportional to
t A (Ignatov et al. 1998). This effect can be somewhat
controlled by making retrievals at t A . only, whereAtmin

should be chosen consistently with t A errors in bothAtmin

channels. The definition of may involve issues suchAtmin

as whether the data are averaged in space and/or time,
and, if so, is this averaging performed with weights
proportional to t A, as proposed by Mishchenko et al.
(1999). Some errors may be considered random or sys-
tematic, depending upon the space–time ensembles. One
should, however, always expect errors in a, if observed,
to be inversely proportional to t A. If no averaging is
applied, then the previous analysis suggests that, to
achieve Max(da) ; 60.5 for individual measurements,
the additive errors in individual t As must not exceed
25%. From the analyses in section 3a, such accuracy is
possible when . 0.15–0.30, and . 0.10–0.15A At t1 2

over open oceans. Over coastal turbid waters, the thresh-
olds are respectively higher.

c. Reduction of errors in tA and a

Multiplicative errors, important at large AODs, are
mainly due to the assumption involved in the aerosol
retrieval model. These errors are probably better treated
with simultaneous retrievals of , , and a, but theyA At t1 2

cannot be alleviated completely, because one cannot ful-
ly avoid the need for making aerosol model–related as-
sumptions. A simultaneous approach can be considered
once nonaerosol-related errors (such as, e.g., errors from
uncertainties in calibration, ocean reflectance, or Ray-
leigh) are minimized, which is best done by keeping the
retrievals in two channels independent.

Additive errors can be reduced by a more careful
choice of spectral responses of the channels to avoid
contamination from other spectral intervals, such as the
thermal leak in VIRS channel 2, and more precise cal-
ibration of the radiometer. [Note that VIRS radiometric
calibration, analyzed in detail by Lyu et al. (2000), has
not shown noticeable errors so far, but errors as large
as 15% in channel 2 have been inferred through derived
parameter validation studies and intercomparisons with
other sensors (P. Minnis 1999, personal communica-
tion).]
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Random errors, both multiplicative and additive, can
be reduced by averaging data in space (as is done, for
example, in the CERES SSF product) or in time. Up to
100 VIRS measurements are found within an SSF
‘‘pseudopixel,’’ which would reduce all random errors
;10 times, if independent. However, they are not fully
independent, thus reducing this coefficient, and one can
tell only empirically to what extent. Some errors are
always systematic (such as errors that are due to cali-
bration uncertainty), and some may be considered as
systematic or random depending upon the ensemble
(space–time-averaging domain; e.g., Rayleigh optical
depth/aerosol phase function/ocean reflectance/thermal
leak, etc.). The question of reduction of the random error
always needs individual analysis.

d. Discussion of errors in tA and a

The above error analysis principles can be applied to
both satellite and sun-photometer retrievals of t A. For
identical spectral channels, errors are obviously larger
for the satellite, because of more interfering factors be-
ing involved (and therefore more assumptions are need-
ed to remove them from the product). The derivation
of a, which depends on AOD from only two spectral
measurements, was known to be problematic even for
sun-photometers, as discussed at the time such mea-
surements were proposed (Ångström 1961, 1964). In
close analogy with t A, the derivation of a from two-
channel satellite measurements is therefore likely to be
even less accurate than from sun-photometer. This fact
suggests that two measurements may be insufficient for
reliable estimation of two aerosol parameters. This is
because of many different uncertainties/errors in the
measurements and required assumptions that make the
problem of solving two equations with two unknowns
ill posed. This problem is fundamental to aerosol remote
sensing, and it cannot be removed by using another size
parameter as an alternative to a, such as, for example,
Junge parameter, or an effective particle radius. What
is more, the use of any parameter other than a does not
even seem to alleviate its severeness mathematically.
The analyses of Mishchenko et al. (1999) suggest, for
instance, that the Ångström exponent turned out to be
the most robust aerosol size parameter, out of three they
have considered (the physical reasons being, largely,
cancellation of the phase functions while taking the ratio
of aerosol optical depths, or path radiances). The main-
stream approach to improving the accuracy of aerosol
size parameter (be it a or another one) from spectral
measurements is widening the spectral range spanned
by the sun-photometer or satellite channels and raising
the number of channels. This approach would allow
improvements in the accuracy because of the fact that,
mathematically, the problem is better posed.

4. Dark albedo analyses

Processing the original VIRS radiances into optical
depths results in values, which exceed by amountsA At t2 1

comparable to itself (see Fig. 5a). This is caused byAt 1

a leak of thermal radiation through a secondary trans-
mittance peak in the channel-2 filter at 5.2 mm [see Fig.
6 of Barnes et al. (2000)]. The thermal signal from this
leak must be removed from the daytime observations
before accurate aerosol retrievals can be made with this
channel. As can be seen in Fig. 5b, the correction re-
duces the additive error caused by the leak to a level
that makes retrievals of and a reasonable, particularlyAt 2

at higher optical depths, where estimates of particle size
are most important. The knowledge of size parameter
for climate modelers is of little importance at low t A

and gradually increases with t A—that is, exactly when
better accuracy can be achieved.

Theoretical correction, based on convolution of mod-
eled upward thermal radiance of the ocean–atmosphere
system with the channel’s spectral response, was con-
sidered but rejected, because of its many potential un-
certainties, in favor of an empirical approach. A special
after-launch effort was undertaken, in cooperation with
the National Aeronautics and Space Administration
(NASA) Goddard Space Flight Center (GSFC) group
headed by Dr. C. Kummerow, to collect nighttime VIRS
data in a daytime mode. (Nighttime data are defined as
those with us . 958, i.e., 58 beyond the terminator; data
within 58 of the terminator still show a sizeable solar
reflected component.) This collection was first done on
an initial test day of 20 February 1998, and, as of 8
April 1998, all channel data have been archived con-
tinuously, both day and night. The nighttime data are
analyzed to quantify the effect of a thermal leak in chan-
nel 2 as a function of radiances in channels 4 and 5 (R4

and R5) and view angle uy . Channel-2 daytime mea-
surements are subsequently corrected for the effect of
the thermal leak by subtracting the emission component
of the signal estimated by applying these nighttime pa-
rameterizations to daytime measurements.

The leak has its maximum effect on cloud-free ob-
servations (those used for aerosol retrievals), for two
reasons: 1) the underlying ocean is the warmest scene,
and 2) the reflected component of radiation is at its
lowest, resulting in the maximum emitted (thermal) sig-
nal being added to the minimum reflected signal. Over
colder cloud, the thermal component decreases and the
reflectance increases, making the effect progressively
less important for tasks related to cloud detection and
retrieval, pursued by other investigators on the TRMM
Science Team. The CERES team, however, requested
that a general thermal-leak correction algorithm be de-
veloped, applicable for correction of all-sky reflectances
and not just the clear-sky subset. The applicability of
the all-sky derived correction to the clear-sky subset and
to aerosol retrievals from it was confirmed by showing
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FIG. 3. (a)–(c) Dark Albedos in channel 2 versus radiance in channel 4 (R4), channel 4–5 difference (R4 2 R5), and view angle (uy ). (d)–
(f ) Residual error after multiple regression prediction equation of Table 1 was applied. [HR is hour (UTC) of satellite observations, and
horizontal dashed lines indicate the extremes in variability.]

that the resulting bias error in t A was ;60.01. It was
decided to tolerate this residual error, for the sake of
the integrity of the VIRS processing stream.

a. Derivation of ‘‘dark albedo’’ from nighttime data

Nighttime VIRS ‘‘dark’’ albedos (see appendix for
definition) were analyzed for 1 May 1998. For channel
1, the maximum dark albedo error Max(DA1) was found

to be less than 1024 (not shown), whereas for channel
2, Max(DA2) ; 1.2 3 1022 (see Fig. 3, left). According
to Eq. (6), this value is equivalent to maximum errors
Max( ) ; (0.7–1.4) 3 1022 and Max( ) ; 0.12–A Adt dt1 2

0.25. Thus, it was decided that the error in channel 1
could be neglected, but in channel 2, where it is com-
parable to or exceeds the expected over oceans, itAt 2

needed to be corrected.
As Fig. 3a shows, the dependence of DA2 on radiance



DECEMBER 2000 2269I G N A T O V A N D S T O W E

TABLE 1. Regression coefficients for dark-albedo analysis DA2 5 A0 1 ARR4 1 ADR(R4 2 R5) 1 Au1uy 1 Au2u on 1 May 1998 (all2
y

coefficients are 3 1000).

A0 AR ADR Au1 Au2

2226.3 6 0.7 157.1 6 0.2 2304.9 6 1.3 0.453 6 0.006 20.0240 6 0.0003

FIG. 4. Frequency distributions of dark albedo for channel 2
(‘‘original’’), and its residual error after correction (‘‘corrected’’).

in channel 4 (R4) is close to linear.4 Under cloud-free
conditions (highest values of R4), the correlation be-
comes weak, because the two spectral intervals (5.2 and
10.8 mm) are sensitive, not only to the total amount of
water vapor, but to its vertical stratification in the at-
mosphere. Figure 3b confirms that the difference be-
tween radiances in channels 4 and 5, R4 2 R5, can be
used as a measure of this secondary effect (e.g., McClain
et al. 1985). Figure 3c suggests that there is also a (weak)
quadratic trend against view angle that may be consid-
ered to be a third-order effect. In summary, DA2 is
parameterized as

DA2 5 A0 1 AR R4 1 ADR(R4 2 R5) 1 Au1uy

1 Au2 .2uy (7)

Multiple regression analyses have been performed over
the all-sky pixel-level data. The derived coefficients are
listed in Table 1, and Figs. 3d–f show residuals of the
correction dDA2. The Max(dDA2) ; 1.5 3 1023, which
is equivalent, according to Eq. (6), to Max( ) ; (1.5–Adt 2

3.0) 3 1022. Figure 4 shows the frequency distributions
of the original DA2 and its residual dDA2. (The sec-
ondary peak in the two histograms might indicate a third
minor spectral response in VIRS channel 2, in addition
to the 5.2-mm secondary peak, or may result from non-
uniform sampling of the surface.)

b. Application of dark albedo correction to daytime
data

In daytime, VIRS channel-2 albedo A2 is corrected
for the thermal leak by subtracting DA2 from it, that is,
(A2 2 DA2). Albedo in channel 1 is not corrected.

Figures 5a–c show histograms of , , and a, re-A At t1 2

spectively. They give an example of the effect of the
correction (using coefficients derived from 1 May 1998
data) on the derived and a for 20 February 1998.At 2

The correction reduces (Fig. 5b) by an average ofAt 2

0.12, shifting the mode of its histogram from ;0.23
down to ;0.11. The most important qualitative feature
of the corrected result is that the histogram is nowAt 2

positioned to the left of the histogram, consistentAt 1

4 Figure 3 may hint at a slightly nonlinear trend in DA2(R4). We
have tested a quadratic fit in R4, and found the resulting improvement
to be statistically insignificant. Additionally, it is better to avoid any
nonlinear terms in radiance, because of the use of VIRS data with
different spatial scales. In particular, application of the above coef-
ficients derived from pixel level to the data averaged in space (SSF),
or even derivation of the coefficients from space-averaged radiances,
may not be straightforward.

with the observed sun-photometer statistics (e.g., Smir-
nov et al. 1995). This effect is additionally illustrated
by the histogram of the Ångström exponent (Fig. 5c),
which shifts its mode from about 20.4 to a positive
value of ;10.3. The average correction is on theAdt 2

order of the average itself and is about half of theAt 2

Max( ) theoretically predicted in section 4a. TheAdt 2

modal value, after correction, is substantially lower than
the Ångström exponent corresponding to the retrieval
model (;1.25), and it still exhibits a relatively large
proportion of negative values. This result suggests, as
discussed in section 3, that a different type of aerosol
exists in the atmosphere than is assumed in the retrieval
model. Our next-generation algorithm will use this in-
formation to iterate toward a more accurate retrieval of
all parameters. These results will be verified through
rigorous comparison with other satellite retrievals and
with sun-photometer observations. Some examples of
this approach are discussed in the next section with
respect to the current-generation algorithm.

5. Consistency checks of retrievals

Some elements of the consistency checks discussed
below were proposed in the literature for quality control
of ground-based measurements (sun-photometer; Ko-
rotaev et al. 1993) and satellite retrievals of sea surface
temperature (Ignatov and Gutman 1995) and aerosol
(Wagener et al. 1997; Higurashi and Nakajima 1999).
This section seeks to formulate a comprehensive set of
checks, including the above-mentioned elements, and to
apply them for testing real VIRS data. These tests are
to be periodically run with the VIRS retrievals, with the
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FIG. 5. Frequency distributions of the retrieved , , and a before and after the dark-albedo correction (described in Table 1) for theA At t1 2

first day for which dark-albedo data became available, 20 Feb 1998.

objective to uncover and to resolve their most obvious
inconsistencies. The ultimate measure of their accuracy
can be achieved only through rigorous validation against
ground-based sun-photometers and comparisons with
other satellite retrievals that are presently underway and
whose results will be reported elsewhere.

a. Histograms of tA and a

Statistical summaries of sun-photometer observa-
tions, available from the scientific literature, provide
guidance on the typical values of t A and a over the
oceans and the expected ranges of their variability (e.g.,
Smirnov et al. 1995). In particular, t A retrievals must
be positive and range between Min(t A) ; 0 (a small
percentage of slightly negative retrievals may occur due
to noise–digitization–retrieval errors) and Max(t A) ;
1.0, whereas the Ångström exponent is expected to
range between Min(a) ; 0 and Max(a) ; 2. The fre-
quency distributions typical of open oceans are expected
to peak at ;0.1–0.2 for , ;0.05–0.1 for , and 0.5A At t1 2

6 0.5 for a, although observations in the spectral in-
terval of channel 2 (1.6 mm) are not abundant and the
properties of aerosols at this wavelength are poorly un-
derstood at this time.

Figures 6a,b show frequency distributions of , ,A At t1 2

and a for one orbit of TRMM VIRS data (see Fig. 6e)
averaged into the CERES/SSF format for 1 May 1998.
It is interesting that the shape of t A histograms is close
to lognormal [i.e., log t A is normally distributed—see,
e.g., King et al. (1980)]. If the observation of t A log-
normality holds, then a should be distributed normally,
as defined by Eq. (2) (cf. Fig. 6b). The modes of the
histograms, found at ;0.13 and 0.10 for t As and ;0.3
for a, are close to the expected open-ocean values. Note
that, although the modal value of a is the same as it
was for the pixel-level analysis of Fig. 5, there is a
noticable reduction in the proportion of negative values.
This result illustrates the noise-reducing benefits of the
space averaging that occurs within the SSF dataset.

b. Scattergram of versusA At t2 1

This test allows one to uncover additive and possibly
multiplicative errors in the t As. It originally was pro-
posed by Korotaev et al. (1993) for quality control of
sun-photometer measurements and is applied here to
VIRS retrievals. If t As are free of errors, then 1) the
scattergram of vs should converge at the originA At t2 1

(i.e., ‘‘no aerosol’’ in one channel corresponds to ‘‘no
aerosol’’ in the other), and 2) the scatter of observations
should lie between the lines defining a ø 0 and a ø
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FIG. 6. Consistency checks of , , and a derived from SSF-3 data for 1 May 1998: (a) frequency distributions of and ; (b)A A A At t t t1 2 1 2

frequency distribution of a; (c) scattergram of vs ; (d) scattergram of a vs ; (e) suborbital track of orbit from which data have beenA A At t t1 2 1

analyzed.

2. As shown in Fig. 6c, the observations during this
orbit mostly satisfy these expectations. The intercept of
a regression line through the observations is less than
20.01, and most observations lie well within the ex-
pected values imposed by the Ångström-exponent lines.
The scatter should be expected to increase progressively
at higher t As from the natural variability in the aerosol
Ångström-exponent over this orbit. However, errors in
one channel with respect to the other are causing a few
retrieval points to fall outside of the expected sector.

c. Scattergram of a versus At 1

This check is suggested by the analyses in section 3
of this paper and in Ignatov et al. (1998), which show
that the error in the Ångström exponent increases as
AOD decreases. Scattergrams of a versus are usedAt 1

to check if a reveals a 1/t A-type trend. If it does, this
may be indicative of systematic errors in the t A retriev-
als. A 1/t A-type increase in scatter, symmetrical with
respect to the horizontal axis, would be indicative of
random errors in the t A retrievals.
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Figure 6d shows the scattergram for a versus , inAt 1

which a tends to increase systematically and scatter in
a increases as decreases, as expected if both system-At 1

atic and random errors are present in the AOD values.
Figure 6d suggests, in agreement with qualitative con-
clusions in section 3, that the retrievals of the Ångström
exponent become progressively less reliable at lower
values of t A. Additional averaging in space and/or time
beyond what is done for SSF data would perhaps further
reduce the scatter, making these retrievals somewhat
more reliable. The SSF retrievals seem to stabilize them-
selves gradually at t A . 0.2–0.3, in agreement with
quantitative predictions of section 3.

d. Angle trends in tA and a

This category of tests is an extension of the meth-
odology proposed by Ignatov and Gutman (1995), who
checked whether the retrievals of sea surface tempera-
ture reveal residual trends versus view angle, which, if
observed, are indicative of retrieval error. Taking into
account a different set of retrieval parameters and the
specifics of sun-view-dependent radiative transfer in the
visible and near-infrared, this check is extended here to
test whether both t A and a have any pronounced sun-
view–scatter–glint-geometry trends. This check is ex-
pected to work better over large areas with uniform
aerosol [areas removed from continents are expected to
be most uniform, because variance in t A is lower there
(cf. Husar et al. 1997)]. In a preliminary test, a case
study with just 2 h of SSF data (the same orbit examined
above) was used. Although the desired sampling uni-
formity was not achieved (see Fig. 6e), it is adequate
for an example of this kind of analysis.

Figures 7 and 8 show dependencies of the statistics
(minimum, maximum, mean, and standard deviation) of
the three retrieved aerosol parameters as they depend
upon the four observational/radiative transfer geomet-
rical factors. Dependence upon geometry serves as an
ideal test of retrieval performance, because a retrieved
parameter should not depend upon geometrical factors.
Trends are least pronounced in the view–zenith angle
plot but are larger and more variable with other angles.
In particular, significant trends start developing at high
sun (us , 458; Fig. 7) and adjacent to glint (g , 508;
Fig. 8), suggesting that sun glint at g angles of 408–508
may be affecting the retrievals. There are also some
nonuniformities in the scattering angle dependencies,
which, according to Eq. (4), may indicate problems with
the phase function used in the retrievals. The trends in
a tend to be much smaller than in t As. This difference
is most probably due to the canceling of errors in t As
when taking their ratios, in agreement with theoretical
analyses of section 3. Retrievals of may be overes-At 1

timated by a few hundredths, as indicated by elevated
minimum s in Figs. 7 and 8. [Note: Recently, a laterAt 1

version of SSF (-4) has been analyzed for ten days in
February 1998 for the central Pacific. All of the above

conclusions hold, except that the glint angle trends are
much less. This result has been attributed to an improved
cloud-screening algorithm in SSF-4.]

e. Geographical trends in tA and a

Wagener et al. (1997) proposed to plot t A retrievals
versus latitude and longitude, to check for geographical
trends in the retrieved parameters. Thus, VIRS retrievals
of both t A and a are examined in this way, chiefly to
test for regional differences in retrieval errors. Figure 9
shows the statistics (mean, standard deviation, mini-
mum, and maximum) of the three retrieved parameters
versus latitude and longitude. As Fig. 5c shows, the
ocean areas covered by the 1 May orbit are located well
away from dust sources. Even in these remote areas,
however, is unexpectedly low, suggesting that someAtmax

t As may be misclassified as cloud by the SSF-3 cloud-
screening algorithm. All others retrieved parameters are
well within their expected ranges. The local maximum
near 208S and 1608E–1808 may be associated with aero-
sols originating in Australia.

6. Concluding remarks

Aerosol retrievals from VIRS channels 1 (0.63 mm)
and 2 (1.61 mm) are presently made with a remote sens-
ing algorithm that is simple, robust, and consistent with
tradition and the level of complexity of the satellite
sensor. However, theoretical and empirical examinations
of the output from this procedure indicate that worst-
case errors can, at times, erode the usefulness of the
aerosol product, primarily because of deficiencies of the
Dave (1973) RT code, and deviations of the phase func-
tion (aerosol model) from that assumed in the retrieval
algorithm.

The theoretical error analysis in section 3 has shown
that errors in t As are subdivided into multiplicative and
additive terms. In the case of individual pixel-level
retrievals (before spatial and temporal averaging), the
worst-case estimates are Max( ) ; 6 6A Adt 0.35t1 1

(0.04–0.08) and Max( ) ; 6 6 (0.03–0.04)A Adt 0.35t2 2

over open oceans, and may reach Max( ) ; 60.35t AAdt 1

6 (0.04–0.08) 1 (0.03–0.10) and Max( ) ;Adt 2

6 6 (0.03–0.04) 1 (0.03–0.10) over coastal wa-A0.35t 2

ters. The fact that the additive errors in channel 2 are
even slightly lower than in channel 1 over open oceans
does deviate somewhat from the intuitive expectation
of greater errors in channel 2, because of the contam-
ination from a thermal leak at 5.2 mm. However, the
actual error budget is composed of physical (algorithm
related) and instrumental (calibration and thermal leak)
components. The expected instrumental errors are
comparable in the two channels. (In channel 1, a cal-
ibration error of 5% may lead to ; 0.02, from aAdt 1

Rayleigh-scattering term. The Rayleigh scattering is
;40 times less in channel 2, but the error from the
residual of the thermal leak correction in channel 2 is
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FIG. 7. Statistics of (top) (middle) , and (bottom) a retrievals (mean, standard deviation, minimum, and maximum) versus (left) sunA At t1 2

(us) and (right) view (uy ) zenith angles.

about the same: ; 0.03.) The algorithm-relatedAdt 2

errors, however, are much smaller in channel 2, be-
cause of a 40-times smaller Rayleigh term and smaller
variability in the diffuse surface reflectance (from un-
derlight and foam). Note also that the same additive
error in t A may be of greater relative effect in channel
2, because of its 30%–40% smaller aerosol optical
depth in comparison with channel 1.

Errors in a vary in inverse proportion to t A. When
. 0.15–0.30 and . 0.10–0.15, then Max(da) ,A At t1 2

60.5. Some errors in t As and a are always systematic
(e.g., those from calibration uncertainties), and some
may be systematic or random, depending upon the space
scales and timescales upon which the retrievals are
based (oceanic reflectance, aerosol model, and Rayleigh
optical depth). Under typical conditions, and after av-
eraging, worst-case random errors should be signifi-
cantly reduced. Several empirical examples of this re-
duction have been presented.

Before retrieving , the reflectance in channel 2At 2
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FIG. 8. Same as in Fig. 7 but versus (left) scattering (x) and (right) glint (g) angles. (The g is defined as angle away from glint direction:
g 5 08 when satellite views exactly toward glint.)

needs to be corrected for a leak of thermal radiation
that results from an inadvertent secondary spectral re-
sponse peak near ;5.2 mm. The parameterizations of
the thermal leak are derived empirically using nighttime
measurements and are applied to the daytime reflectance
measurements. After correction, the maximum (worst
case) errors in from residual thermal leak effects areAt 2

expected to range between 60.015 and 60.030, de-
pending upon geometry (equivalent to ;60.005–0.010
root-mean-square errors). Without correction, the error

in ranges between 10.12 and 10.25, which is un-At 2

acceptably large.
A comprehensive set of consistency checks also has

been formulated and applied to the retrievals. These
quality-control and consistency checks are currently
used to evaluate the performance of the current algo-
rithm and to assist in developing the next-generation
algorithm. Preliminary results suggest that the retrievals
are, to a large extent, self- and interconsistent, although
some artificial trends in solar zenith, glint, and scattering
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FIG. 9. Same as in Fig. 7 but versus (left) latitude and (right) longitude.

angle are present. Retrievals of may be overestimatedAt 1

by a few hundredths (cf. elevated minimum s in Figs.At 1

7 and 8), and the assumed phase function may be biased
(cf. the scatter-angle trends in Fig. 8). Self-consistency
checks are being applied to other days from the available
TRMM/CERES VIRS data record, to ensure the suit-
ability of the derived aerosol parameters for the climate
studies for which they are intended. The ultimate way
of evaluating the product is its validation against
ground-based sun-photometers and comparison with
other satellite retrievals (e.g., AVHRR). This effort is

presently underway, and its results will be reported else-
where.
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APPENDIX

Radiometric Definitions Used in the Paper

R Li (W m22 sr21): Radiance in VIRS channel i (i 5 1,
2); (reflected component).

R Fi (W m22 sr21): Effective solar (perfect Lambert re-
flector) radiance in VIRS channel i (i 5 1, 2); F1 5
537.1, F2 5 78.0 W m22 sr21.

R Ai 5 Li/Fi (dimensionless), or Ai 5 100Li/Fi (%):
Normal incident (or overhead sun) albedo in VIRS
channel i (i 5 1, 2; reflected component). Lookup
tables used in the retrievals are expressed in albedo
units, consistent with the NOAA operational tradition.

R ri 5 Li/(Fims) (dimensionless), or ri 5 100Li/(Fims)
(%): Reflectance factor in VIRS channel i (i 5 1, 2).
Related to the normal incident albedo as r 5 A/ms.

R Ri (W m22 mm21 sr21): Radiance in VIRS channel i
(i 5 1–5; thermal component only).

R DAi 5 Ri/Fi (dimensionless), or DAi 5 100Ri/Fi (%):
Thermal component of the normal incident (overhead
sun) dark albedo in VIRS channel i (i 51, 2; nor-
malization to ‘‘overhead’’ sun is made for daytime
and nighttime measurements, for consistency).

R li: Central wavelength of channel i (l1 5 0.63, l2 5
1.536, l3 5 3.7, l4 5 10.8, and l5 5 11.0 mm).

R : AOD in channel i (i 5 1, 2).At i

R a 5 2ln( / )/ln(l1/l2): Ångström exponent.A At t1 2

R L 5 21/ln(l1/l2) ; 1.1: Spectral separation factor
of the channels.

R vi: Aerosol SSA in channel i (i 5 1, 2).
R (x): Aerosol phase function in channel i (i 5 1, 2);APi

x is scattering angle.
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